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[1] We compare historical global temperature time series,
based on bias-adjusted sea-surface temperatures with inde-
pendent temperature time series, for the upper 20 meter layer
of the ocean based on the latest update of an historical
hydrographic profile data set. Despite the two underlying
data sets being different in number of data points, instru-
mentation and applied adjustments, both of the time series
are consistent in showing an overall warming since 1900.
We also extend records of temperature change in the upper
400 m back to 1900. Noting that the geographic coverage is
limited prior to 1950, the temperature change in the 0–400 m
layer is characterized by two periods of temperature increase
between 1900 and 1940–45 and between 1970 and 2003,
separated by a period of little change.Citation: Gouretski, V., J.
Kennedy, T. Boyer, and A. Köhl (2012), Consistent near-surface ocean
warming since 1900 in two largely independent observing networks,
Geophys. Res. Lett., 39, L19606, doi:10.1029/2012GL052975.

1. Introduction

[2] Numerous studies have identified an overall rise of
the surface temperature of the Earth since the nineteenth
century [Smith et al., 2008;Hansen et al., 2010;Morice et al.,
2012]. The global-average surface temperature is estimated
from a composite dataset that includes both land- and sea-
surface temperature (SST) observations. In addition to stud-
ies analyzing surface temperature data, collections of histori-
cal hydrographic temperature profiles have been used to
estimate the change in heat content of the global oceans
[Levitus et al., 2005, 2009, 2012; Gouretski and Koltermann,
2007].
[3] Two main sources of uncertainty affect both the sur-

face and subsurface time series based on in situ data. The
first is related to insufficient data coverage both in space
and time, with extremely irregular sampling in the earlier parts
of the records. The second arises from instrumental biases
which can be comparable in magnitude to real variability in the
climate. Jones and Wigley [2010] identified biases in SST
measurements as the most important remaining uncertainty
associated with estimating global average temperature change.

Prior to the 1980s, SST measurements were mostly made
using buckets or in the engine rooms of ships. Folland and
Parker [1995] described systematic errors in SST observa-
tions associated with the use of uninsulated buckets for water
sampling and developed adjustments. Uncompensated biases
associated with a shift in the database from engine room
measurements (relatively warm biased) to bucket measure-
ments (relatively cold biased) occurred at the end of World
War II and led to an apparent drop in observed SSTs in late
1945 [Thompson et al., 2008]. More recent studies [Kennedy
et al., 2011a, 2011b] attempt to quantify SST biases and
their associated uncertainties in the post war period. However,
Kennedy et al. [2011b] note that “Until multiple, independent
estimates of SST biases exist, a significant contribution to
the total uncertainty will remain unexplored. This remains a
key weakness of historical SST analysis”.
[4] Gouretski and Koltermann [2007] revealed significant

biases both in the eXpendable BathyThermograph (XBT)
and in the Mechanical BathyThermograph (MBT) data used
to measure subsurface ocean temperatures. The effect of
this instrumentation problem appeared as an artificial pattern
of ocean warming around 1975–1985 in the Levitus et al.
[2005] time series of ocean heat content within the upper
700 meters. Further studies have confirmed the general
characteristics of the biases described by Gouretski and
Koltermann [2007] and correction schemes have been
developed for both MBT and XBT data [Wijffels et al., 2008;
Ishii and Kimoto, 2009; Levitus et al., 2009; Gouretski and
Reseghetti, 2010]. However, Lyman et al. [2010] showed
that even in the recent record (1994–2008) the uncertainties
of the bias adjustments applied to subsurface data were a
major component of the total uncertainty in estimates of
ocean heat content. It is often difficult to assess the effec-
tiveness of bias adjustments in reducing the imprint of sys-
tematic errors in climate data because independent test data
are rarely available. In this analysis an initial approach to
resolve this uncertainty is made by comparing two indepen-
dently derived estimates of near-surface ocean temperature.
In addition, a time series of the mean temperature within the
upper 400 meters of the world ocean is calculated back to
1900.

2. Data

2.1. Subsurface Hydrographic Data

[5] The global hydrographic databaseWOD09 [Boyer et al.,
2009] (downloaded December 2011) provided the majority of
the subsurface hydrographic data used in this analysis. Addi-
tional profiles not included in WOD09 were downloaded
(December 2011) from the International Council for the
Exploration of the Sea (ICES) database, the Japanese ocean-
ographic data centre, the Mediterranean Oceanic Database
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(MODB), the German Oceanographic Datacenter (DOD), and
taken from cruises conducted by the Institute for Marine
Research of Hamburg University. WOD09 contributed 97.3%
of the 7,615,223 temperature profiles with measurements at
least 20 meters deep.
[6] The types of instrument used in this study are: 1) bottle

casts, 2) Conductivity-Temperature-Depth (CTD) profilers,
3) Mechanical BathyThermographs (MBT), 4) eXpendable
BathyThermographs (XBT), 5) Argo profiling floats, and 6)
pinniped mounted sensors (sensors attached to marine
mammals). Three instrument groups - the bottle cast, CTD
and Argo float data – are characterized by a higher precision
and together they constitute a reference dataset against
which inhomogeneities associated with gradual changes in
the mix of instrumentation can be assessed [Gouretski and
Koltermann, 2007].
[7] The temperature profiles were interpolated onto 1-meter

levels and integrated vertically to obtain point estimates of
the mean temperature within the upper 20meter and 400meter
layers. The data from the upper 20 meters were chosen
because they mostly lie within the upper mixed layer [de
Boyer Montégut et al., 2004] and are therefore most suitable
for comparison with SST data. The 0–400 meter layer was
chosen because the maximum sample depth is 460 meters
for the numerous XBT probes of T4 and T6 types. Temper-
ature profiles with a deepest measurement shallower than
400 meters were also used. The depth-averaged temperature
for such profiles were converted into 0–400 meter averaged
values using correlations between the mean temperatures in
0–400 meter layer and the mean temperature in shallower
layers. These correlations were defined locally using high-
resolution CTD temperature profiles. To reduce the possible
geographical bias due to the generally higher observational
density on the shelf ocean regions, areas shallower than
400meters were excluded from the analysis of the 0–400meter
layer. In order to minimize the effects of biases in MBT
and XBT data, the bias model developed by Gouretski and
Reseghetti [2010] was used. This model takes into account
both the thermal bias and the depth bias and allows for
a better elimination of the original (predominantly positive)
temperature bias in the XBT and MBT data. Before 1963,
MBT data were routinely adjusted to SST measurements
taken at the same time as the MBT deployment. Hazelworth
[1966] showed that unadjusted temperatures from well-
calibrated MBTs were closer to bottle (reversing thermometer)
temperatures than those adjusted to SST, and the practice
of adjustment was discontinued operationally in 1963. The
subsurface MBT data used in this study were bias adjusted
based on comparison with reversing thermometer (and CTD
for later years) temperatures and depths [Gouretski and
Reseghetti, 2010], in essence applying a broad-scale
removal of the original SST adjustment. It should be noted,
however, that no “standard bias model” exists, so that other
bias-adjustment schemes might result in somewhat different
time series and these differences constitute an important
component of uncertainty.

2.2. Sea-Surface Temperature Data

[8] The SST data are an update of the Met Office Hadley
Centre SST data set, HadSST3 [Kennedy et al., 2011a,
2011b]. SST observations were taken from version 2.5 of the
International Comprehensive Ocean-atmosphere Data Set
(ICOADS) [Woodruff et al., 2011] from 1900 to 2006.

Drifting buoy observations from 2007 to 2010 were taken
from the NCEP real time GTS updates and supplemented with
ship observations stored in the UK Met Office data base.
The data were quality controlled and processed in the same way
as for HadSST3 [Kennedy et al., 2011a]. Between 1900 and
2010, 244,104,080 SST observations passed quality control.
ICOADS contains near-surface observations from the World
Ocean Database (WOD05). Between 1900 and 1940 the
percentage ofWOD05 observations in ICOADS is around 1%.
From 1940 to 1955 WOD05 observations constitute between
8 and 10% of observations. From 1955 to 1990, fewer than
5% of observations come from WOD05. Between 1990
and 2006 the fraction drops below 5%. Not all WOD05
observations are sub-surface measurements; the ICOADS
documentation states that in some cases the SST fromWOD05
is a simultaneous reference SST measurement. Because the
subsurface observations contribute only a few percent of
the total SST measurements, the SST and the subsurface
datasets are considered to be nearly independent. The applied
bias adjustments are completely independent. Meta data were
taken from WMO Pub 47 (http://www.wmo.int/pages/
prog/www/ois/pub47/pub47-home.htm) and more recent
updates from ESURFMAR http://esurfmar.meteo.fr/doc/
vosmetadata/index.php.
[9] Bias adjustments, for the varying mix of bucket, engine-

intake and buoy measurements, were applied to the data
according to the scheme of Kennedy et al. [2011b]. Uncer-
tainties in the bias adjustments were represented by generating
100 versions of the adjustments – and therefore 100 gridded
data sets – which had the parameters of the scheme ran-
domly assigned within their uncertainty ranges. These para-
meters included the estimated fraction of incorrect metadata,
the timing of the switch from uninsulated to insulated buckets,
the relative biases between ship and buoy measurements, the
size of the bucket adjustments and estimates of the size and
temporal evolution of the engine-intake biases.

3. Method

3.1. Calculation of Temperature Anomalies

[10] For the subsurface temperature the ten-year period
2001–2010 was selected as a base period for anomaly calcu-
lations, because the profiling float data available in this decade
provide a more even and complete spatial coverage than was
available in previous decades. As the Argo global distribu-
tion was not achieved before 2006, there is still a mismatch
between the hemispherical median observation dates, but is
obviously less important compared to longer averaging periods
used by Levitus et al. [2005] and Gouretski and Koltermann
[2007] since the mean temperature anomaly for the last
decade was relatively flat. The monthly climatological tem-
perature fields for the base period were calculated on a 0.25�
geographical grid, using an inverse-distance weighting func-
tion w = (R2� r2)/(R2 + r2) when averaging point temperature
values within the radius of influence, R = 111 km, around each
grid-point. r is the distance from the location of the observa-
tion to the grid-point. The point temperature anomalies were
then calculated simply as a difference between the layer-
averaged temperature and the respectivemonthly climatological
value. To reduce the effect of outliers, the lowest and highest
2.5% of point temperature anomalies were discarded for a
running 15-year window around each month January, 1900
through December, 2010. The subsurface point anomalies
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were finally averaged onto a 5� grid using the median as the
estimate for the grid-box average.
[11] In HadSST3 [Kennedy et al., 2011b], anomalies for each

SST observation were calculated relative to a 1961–1990 SST
climatology [Rayner et al., 2006]. In order to make a direct
comparison with the subsurface analysis, anomalies relative
to the period 2001–2010were calculated and it is these that are
used in our analysis. This was done separately for each month
by calculating the average anomaly for each 5 � 5 grid box
for that month for the period 2001–2010. The 12 monthly
2001–2010 mean anomaly fields were then used to calculate
anomalies relative to 2001–2010 for all months from 1900
to 2010.

3.2. Calculation of Temperature Anomaly Time Series
and Uncertainties

[12] Monthly global SST time series were calculated by
taking an area-weighted average of the available 5 degree grid
boxes in each month. A monthly time series was generated
for each of the 100 realizations and the spread in the estimates
represents the uncertainty associated with the bias adjust-
ments. The uncertainties associated with measurement errors,
under-sampling within a grid box and limited observational
coverage were calculated following the method of Kennedy
et al. [2011a] and added to the bias uncertainty as if they
were independent errors. The uncertainty due to limited obser-
vational coverage was estimated by comparing complete and
sub-sampled fields from the globally complete SST analysis
of Rayner et al. [2003]. For the 5-year running average
(see section 4), the conservative assumption was made that
the measurement and sampling uncertainty was as large as
that of an annual value.
[13] The subsurfacemonthly time series were also calculated

by taking an area-weighted average of the sampled 5 degree
grid boxes. Since the subsurface sampling of the global ocean
in the earlier decades of the record is extremely sparse
we do not attempt to fill data gaps using interpolation
methods, because the global time series obtained in this way
are sensitive to the choice of infilling method [Carson and
Harrison, 2008]. We estimate the uncertainty of the global
subsurface anomaly due to limited observational coverage using
the global GECCO ocean synthesis (German contribution to
Estimating the Circulation and Climate of the Ocean) [Köhl and
Stammer, 2008]. GECCO provides an estimate of the time
evolving ocean circulation between 1952 and 2001 that is
consistent with the dynamics embedded in a 10 ocean general
circulation model driven by NCEP surface fluxes. An adjoint
model was used to reduce the model-data misfit by iteratively
changing the surface fluxes and the initial temperature and
salinity fields. The data used as constraints during this assimi-
lation include several satellite data sets (e.g., sea-surface height,
sea-surface temperature fields), surface drifter velocities, and
in-situ hydrographic temperatures and salinity profiles from
the WOA2001 database [Conkright et al., 2002]. Although
the temperature profiles that were assimilated were not bias
corrected, the dynamical constraints of the analysis meant
that the artificial pattern of ocean warming around 1975–
1985 was not present in GECCO [Stammer et al., 2010].
Subsurface time series were calculated from the GECCO
output using: 1) only those boxes sampled in the historical
record during each particular year and month and 2) using the
full model data coverage. The standard deviation of the dif-
ference between the two time series was used as the measure

of uncertainty due to the irregular and incomplete sampling
for that month. Similar to the SST measurements, both the
irregular sampling and residual biases are important compo-
nents of the overall error budget for the subsurface time
series.

4. Results

4.1. SST Versus 0–20 m Near-Surface Analysis

[14] Figure 1a shows a time series of monthly global
average near-surface ocean temperature anomalies. Series
calculated from SST and from subsurface profiles within the
upper 20 meters of the ocean show very similar interannual
variability back to around 1945, although the 0–20 m series
is generally cooler than the SST series between 1960 and
1975. Prior to 1960, the coverage of hydrographic observa-
tions (shown as insets in the main diagram) becomes much
sparser. Despite this, the global-average SST and near-
surface estimates continue to track each other, although the
agreement becomes progressively worse earlier in the record
as the sampling in the subsurface analysis becomes more
regionally confined. As illustrated by Figure 1b the mean
monthly absolute temperature time series for the sea surface
and for the 0–20 m level diverge before 1940 with near-
surface sampling being biased to higher latitude resulting in a
colder mean temperature. Before 1940, both time series show
a warming trend, but the rate of warming is higher in the near-
surface data than it is in the SST. Figure 1c shows the esti-
mated 2-sigma uncertainty range and the difference between
the estimates. The differences mostly fall within the uncertainty
range back to around 1930. Both time series show a tem-
perature increase from 1900 to about 1945, a slight decrease
to the mid-1970s, and a temperature rise to the end of the
record. While it is possible that the agreement is fortuitous,
the fact that two independently derived series should agree
so closely, is an indication that there is a common signal
and that it is being faithfully represented, albeit with some
uncertainty, by the data. An alternative view of global tem-
peratures is provided by creating histograms of the point
anomalies (Figure 1d). The point anomalies are characterized
by a uni-modal distribution with the majority of the values
concentrated within a narrow band around the mode. As in
Figure 1a, the histograms show an overall warming of the
global ocean since 1900.
[15] Figure 2a shows time series of 5-year running average

near-surface ocean temperatures, which highlight the differ-
ence in low-frequency variability between the data sets. The
higher trend in the subsurface analysis prior to 1945 is
also seen in the SST analysis subsampled to have the same
coverage as the subsurface analysis and is therefore likely to
be due largely to poor geographical sampling. The subsurface
data for the years before ca. 1920 have a strong geographical
bias with the majority of the data coming from the (North)
Atlantic Ocean (see Figure 1a). Both the near-surface and
the subsampled surface time series indicate a warming of
about 1.3–1.4�C since 1900, which is characteristic for the
Atlantic Ocean. This is larger than for the whole global ocean,
which amounts to around 0.7–0.8�C according to the more
spatially complete SST time series. Levitus et al. [2005] also
reported a higher warming rate for the Atlantic Ocean since
the 1950s.
[16] The fact that the estimated uncertainties of the SST and

near-surface analyses do not overlap implies that the coverage
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uncertainties estimated by subsampling globally complete
GECCO renalyses do not capture the full uncertainty due
to poor coverage in the early record. Figure 2a also shows
the effect of using observed depths, or interpolated depths for
estimating the temperature in upper 20 meters. The diver-
gence between the two curves prior to 1945 arises from an
abrupt change in the composition of the subsurface data set.
Before 1940, all the data are from bottle cast temperature
profiles, which have a relatively coarse vertical resolution.
MBTs, which have a greater vertical resolution, were intro-
duced during the Second World War greatly improving the
accuracy with which the temperature structure of the upper
layers could be determined. Consequently, the uncertainty of
estimating the average temperature in the upper 20 meters, as
represented by the difference between the two curves, is
larger before 1940.
[17] Also shown in Figure 2a are the series from the

unadjusted data. The adjustments do not improve the agree-
ment between the two data sets at all times, nor does the act of
sub-sampling the SST data to have the same coverage as the

near-surface analysis. There are two possible reasons for this
which might be acting together. The first possibility is that
the 0–20 m layer and the sea-surface warmed and cooled
at different rates though always in tandem. Grodsky et al.
[2008] showed relative trends between SST and mixed-layer
temperature for certain regions, but their analysis did not
consider the possible effects of biases in the measurements.
The second possibility is that the bias adjustments applied
to one or the other data set are incorrect. If the differences
are due to unresolved biases then they suggest an uncertainty
of around 0.1�C at decadal time scales. It is interesting to con-
sider on which side such a bias is most likely to lie. The bias
adjustments applied to the SST data are generally larger than
the adjustments applied to the hydrographic profiles. Fur-
thermore, the adjustments applied to the bathythermographic
profiles are calculated relative to reference datasets (based
on CTD and bottle measurements) whereas the SST adjust-
ments, based as they are on estimates of biases from the
literature, are not. Independent subsets of the SST series
based on adjusted bucket measurements and adjusted engine

Figure 1. (a) Global temperature anomaly time series (monthly values relative to the average for 2001–2010) calculated for
the sea surface (red) and for the near surface (0–20 m) layer (blue). Both time series are obtained by area-weighted averaging
of all available monthly 5 � 5-degree box anomalies. Inset maps show spatial distribution of the temperature observations/
profiles and the number of observations/profiles within 5 � 5-degree boxes for selected time periods. (b) Time series of
the sea surface temperature (red) and of the 0–20 m layer temperature (blue). Both time series are obtained by weighted
averaging of 5 � 5-degree box absolute temperatures. (c) Difference between the sea surface and the subsurface temperature
anomaly (black line) with respective two-sigma uncertainties shown in color. (d) Histograms of temperature anomalies for the
0–20 m layer based on temperature profiles from the global hydrographic database. Anomalies are calculated relative to the
10-year reference period 2001–2010. Color scale shows percent of the anomalies within 1 month� 0.01�C bins from the total
number of anomalies for each calendar month and year. Histogram bins colored in grey correspond to 5 percent of original
anomalies rejected through the application of the median filter. White line denotes the position of the distribution mode
(5-year running mean of monthly anomaly values). N gives the total number of the original temperature profiles.
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room measurements agree well on a global and hemispheric
scale, but not perfectly. Collocated differences between the
two suggest an uncertainty of around 0.1–0.2�C in the 1940s
and 1950s, but a much smaller uncertainty from the 1960s
onwards [Kennedy et al., 2011b]. Although the subsurface
measurements are adjusted relative to a reference data set,
there is a possibility that existing adjustment schemes suffer
from over-fitting, with spuriously good agreement occurring
where simultaneous XBT and CTD measurements exist,
but poorer performance where they do not. There are also
systematic drifts in the average absolute temperature of the
near-surface measurements (shown in Figure 1b) suggesting
systematic changes in the water masses and geographical
regions sampled. The issue of residual biases continues to be
the focus of research both for the surface and subsurface data,
and at present, there are no strong reasons to presume that
one anomaly estimate is less biased than the other prior to
World War II.
[18] To further compare the two data collections, we

produced two sets of decadal temperature anomaly maps based
on the surface and near-surface data respectively (Figure 3).

These maps demonstrate that the first decade of the 21st
century (2001–2010) was not uniformly warmer than previous
decades. Before about 1920, the global ocean was almost
everywhere colder than the reference decade of 2001–
2010. After 1920, several regions of the global ocean were
warmer than in the reference decade. The tropical regions of
the East Pacific ocean were dominated by positive tempera-
ture anomalies during the1980s and 1990s due to several
strong El-Niño events (1982–83, 1986–87, 1991–92 and
1997–98). In contrast the period 2001–2010 was marked by
relatively modest El Niño events and strong La Niña events
(2000–01, 2007–08 and late 2010). Evidence of a similar
anomaly pattern albeit of smaller magnitude can be identified
in the same region during the 1930s and 1940s, possibly due
to the protracted El Niño of the early 1940s combined with
the positive phase of the PDO at the time. However the data
coverage is much poorer in comparison to the later decades.
[19] Another large-scale pattern of positive anomalies (rel-

ative to 2001–2010) occurred in the Southern Ocean during
1970s to 1990s. Similar to the East Pacific, surface and
near-surface water temperatures in this region were higher

Figure 2. (a) Five-year running mean temperature anomalies estimated using the sea surface temperature data and the
near-surface (0–20 m) temperature profiles. Red: anomaly for the full sea surface temperature dataset; magenta: anomaly
for the sea surface temperature dataset sub-sampled to the coverage of the less abundant subsurface data; dark blue:
temperature anomaly for the 0–20 m layer based on the vertically interpolated (1 meter) temperature profiles; cyan: the same
time series based on the observed level data. Shading shows uncertainties due to the incomplete sampling for the 0–20 m time
series (light blue) and to the sum of the uncertainties due to bias adjustment, measurement, sampling and coverage for the sea
surface time series (light-orange). All solid-line curves correspond to the datasets adjusted for biases, whereas the dotted lines
are based on the original unadjusted datasets. (b) Temperature anomaly time series for the 0–400 m layer estimated in this
study (green) and similar to Levitus et al. [2009] (orange). Shading shows uncertainties due to the incomplete sampling for
the 0–400 m (light-green) and the error bars show the formal standard error of the 5-year mean value for the 0–400 m by
Levitus et al. [2009] (yellow). All solid-line curves correspond to the datasets adjusted for biases, whereas the dotted lines
are based on the original unadjusted datasets. (c) The same as in Figure 1d but for the layer 0–400 m.
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compared to the reference decade of 2001–2010. The belt of
positive anomalies was most pronounced for the decades
between 1970 and 2000 within the Atlantic and the Western
Indian sectors of the Southern Ocean. It should be noted that
the decadal maps for the layer 0–400 m (not shown) do not
reveal any significant positive anomalies within the same
regions of the Southern Ocean. The anomalies seem to be
confined to the near-surface suggesting a different time
evolution below the upper mixed layer. However, Gille
[2002] reported a warming in the even deeper layers 700–
1100 m between 1950s and 1980s. Thus, a rather abrupt
cooling since the end of 1990s both in the East Pacific
(connected to the weakening of El Nino and the shift to the
negative phase of the Pacific Decadal Oscillation) and in the
Southern Ocean [see also Knight et al., 2009] may have
contributed to a flattening of the global temperature anomaly
series after about 2000. The flattening can be clearly seen in
Figure 2a. It should be noted that the changes revealed in the
Southern Ocean refer mostly to the period of the austral
summer, since there have been only sporadic winter obser-
vations before the implementation of Argo floats.

4.2. Layer 0–400 m

[20] Sub-surface observations in the upper 400 meters are
more limited in number. However, the good agreement
between the independent temperature anomaly time series for
the ocean surface and for the near-surface layer points to the
possibility of monitoring secular changes in the deeper ocean.
Extension of the analysis back to the beginning of the 20th
century reveals evolution of the temperature average over the
upper 400meters that is similar to the near-surface time series,
with two periods of warming separated by a period between
about 1945 and 1970 when the oceans cooled slightly
(Figure 2b).

[21] The uncertainty bounds due to imperfect sampling,
estimated using the GECCO reanalysis, are very wide at
the beginning of the analyzed time period and between 1930
and the mid-1950s. A reduced number of observations (espe-
cially during World War I and to a lesser degree during World
War II) and a narrower geographical scope of observations
during the wars make the global temperature anomaly estimates
much less reliable. The observational gaps are most clearly
seen in the point anomaly histogram (Figure 2c). For this
reason, we omit the time periods 1913–1920 and 1939–1945
from the analysis. The introduction of profiling floats has led
to a significant reduction in the sampling uncertainty after
about 2003. Overall, our anomaly estimates based only on
the geographical squares with observations suggest a warm-
ing of about 0.5�C for the upper 400 meter layer since the
beginning of the 20th century. If these are used to estimate the
temperature change of the 0–400 m layer across all the global
oceans, the warming is between 0.1 and 0.9�C since 1900, or
between 0.3 and 0.7�C since 1910. Our estimates of the
temperature rise for the 0–400m layer agree, within the rather
broad uncertainty ranges, with the results by Roemmich et al.
[2012] where the spatial mean warming of about 0.5�C since
the Challenger expedition (1872–76) was found for the upper
366 meters. It is worth noting that, while the increase of the
mean temperature anomaly for the 0–400 m is smaller than
that of the 0–20 m layer, it represents a volume of water that
is twenty times larger.
[22] Global analyses of MBT and XBT data [Levitus et al.,

2009; Gouretski and Reseghetti, 2010] demonstrate that the
MBT and XBT bias correction schemes do bring them into a
better agreement with the reference CTD and bottle data. The
accuracies of the thermometers used on historical Nansen
casts (which is the only subsurface data type before 1940)
were about 0.05�C or better [Wüst et al., 1932]. However,

Figure 3. Decadal temperature anomaly (relative to 2001–2010) maps based on the subsurface (0–20 m) data (first and
third columns from left) and on the sea surface temperature data (second and fourth columns). Maps are produced by
averaging all temperature anomalies in each 5� 5-degree geographical square for the respective time period. Numbers shown
on Asia correspond to the globally averaged 5 � 5-degree box anomalies.
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the sample depth was often calculated from the length of
the wire paid out and the angle of the wire to the vertical
measured at the ship deck. This method could lead to large
errors in sample depth, systematically underestimating the
actually achieved depth and usually causing a respective warm
bias in the data. However, introduction of the thermometric
method of the depth estimation based on the simultaneous use
of protected and unprotected reversing thermometers has
essentially solved the depth bias problem [Wüst et al., 1932].
Following the above considerations and taking into account
significant differences between the full-coverage and masked
SST time series we believe that the remaining uncertainties
in our upper-ocean time series are largely due to imperfect
sampling. However, the impact of residual or unknown
biases can not be excluded.
[23] Levitus et al. [2009] estimate global temperature

anomalies using extensive interpolation of the gridded anom-
aly fields. A modified version of the time series from Levitus
et al. [2009], of mean temperature anomaly 0–400 m, aver-
aged only over gridboxes with data, is shown in Figure 2b.
Their time series suggests a more gradual warming since the
1950s than in our analysis. Differences between the two 0–
400m time series may be due to the XBT corrections applied,
mapping techniques employed, and/or differences in data
and quality control decisions for the data. For instance,
modifying the mapping method described here to make it
more similar to the method used by Levitus et al. [2009] by
not applying the depth extension to shallow profiles results
in a change in calculated mean temperature anomaly 0–
400 m of <0.05�C for years prior to 1955, <0.02�C 1955–
1970, and < 0.01�C after 1970. Regarding bias corrections,
Lyman et al. [2010] found that differences due to XBT bias
corrections were the major factor in differences between
ocean heat content estimates. A more detailed discussion of
the differences between the two curves is beyond the scope of
the present work. However, the differences between the time
series are smaller than their respective uncertainty bounds
and both time series show the same increase of about 0.2�C
since the mid-1950s.
[24] As the global temperature time series available in the

literature all start in the 1950’s, no independent comparison
could be made for this study before 1950. The comparison of
the near-surface time series with the surface time series indi-
cates that the GECCO-derived uncertainties might underesti-
mate the sampling error on the global scale for years with
extremely poor data coverage. However, our calculations
do reveal a significant warming at least since the mid-1920s,
when the German Atlantic Expedition (1925–27) [Wüst et al.,
1932] provided a good quality full-depth data set for the whole
Atlantic Ocean between 20�N and 60�S. Consequently, the
GECCO-derived uncertainties for the mean 0–400 m tem-
perature suggest a much smaller sampling uncertainty during
1925–29.

5. Conclusions

[25] 1. The time series of the temperature anomalies within
the upper 20-meter and 400-meter layers were extended to
the beginning of the twentieth century, although there are
gaps around the two world wars for the 0–400 m layer.
Previous estimates started around 1950.
[26] 2. A good agreement is observed between the time

series based on the sea surface and the near-surface data

respectively, but differences suggest either residual uncer-
tainty of around 0.1C in the adjustments applied to minimize
the effects of systematic errors, or actual differences between
temperatures at the sea-surface and in the upper 20 meters.
[27] 3. The upper 400 meters of the ocean warmed by

about 0.3–0.7�C since 1910, with a central estimate around
0.5 to 0.6�C. The temperature change is characterized by
two periods of stronger temperature increase between 1900
and 1940–45 and between 1970 and 2003, separated by a
period of little change in the global average.
[28] 4. Decadal mean SST and 0–20 m layer anomalies

calculated relative to the reference decade 2001–2010 give
evidence of the general warming of the global ocean since
1900. However, large regions of the oceans have experi-
enced cooling since the 1990s. Whereas cooling in the
tropical Eastern Pacific ocean is associated with frequent La
Nina events in the past decade, the cause of the cooling
within the Southern Ocean remains unknown.
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