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Abstract 18 

In Fall et al, 2011, results from the recently concluded Surface Stations Project surveying 19 

the U.S. Historical Climatology Network (USHCN) were presented, using a siting 20 

classification system developed by Michel Leroy for Meteofrance in 1999, and employed 21 

by the National Oceanic and Atmospheric Administration (NOAA) to develop the U.S. 22 

Climate Reference Network (USCRN) in 2002.  In 2010, Leroy improved upon this 23 

system to introduce a "maintained performance classification" which quantifies the effect 24 

of heat sinks and sources within the thermometer viewshed by calculation of the area-25 

weighted and distance-weighted impact of biasing elements such as concrete, asphalt, 26 

runways, tarmac, and buildings, creating a new site classification that more accurately 27 

reflects the representivity of the station exposure. The new area and distance weighted 28 

classification system does a more complete job of siting assessment, particularly when 29 

applied retroactively to existing stations, than the original distance weighted 30 

classification system described in Leroy (1999) , which performs well for new station 31 

siting evaluation, but does not take into account the surface area of heat sinks and sources 32 

that may encroach upon a temperature measurement station over its lifetime. 33 

In Fall et al. (2011), using Leroy's 1999 classification system, it was demonstrated that 34 

station exposure affects USHCNv2 temperatures, in particular the minimum 35 

temperatures, but showed little difference in mean temperature trends used to assess 36 

climate variability. Menne et al. (2010), and Muller et al. (2012), both of which also used 37 

the older Leroy (1999) classification system, suggested there is little if any mean 38 



 

 3 

temperature trend difference between well and poorly sited stations. Using the new Leroy 39 

(2010) classification system on the older siting metadata used by Fall et al. (2011), 40 

Menne et al. (2010), and Muller et al. (2012), yields dramatically different results. 41 

Both raw and gridded comparisons were performed on the 30 year trends that were 42 

calculated for each surveyed station, using temperature data from USHCNv2. Mean 43 

temperature trend is indisputably lower for well sited stations than for poorly sited 44 

stations. Minimum temperature trend shows the greatest differences between siting 45 

classification while maximum temperature trend shows the smallest. 46 

Well sited stations consistently show a significantly lower trend than poorly sited 47 

stations, no matter which class of station is used for a baseline for comparison, and also 48 

when using no baseline at all. Well sited stations, using a localized Class 4 (the most 49 

common class) baseline show a trend that is 0.09°C per decade lower than poorly sited 50 

stations for raw mean temperature trends. Raw mean temperature trends for well sited 51 

stations are 0.145°C per decade lower than adjusted mean temperature trends for poorly 52 

sited stations, and 0.145°C per decade lower than adjusted mean trend for all stations. 53 

Comparisons demonstrate that NOAA adjustment processes fail to adjust poorly sited 54 

stations downward to match the well sited stations, but actually adjusts the well sited 55 

stations upwards to match the poorly sited stations. Well sited rural stations show a 56 

warming nearly three times greater after USHCNv2 adjustments are applied. 57 
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It is also demonstrated that urban sites warm more rapidly than semi-urban sites, which in 58 

turn warm more rapidly than rural sites. Since a disproportionate percentage of stations 59 

are urban (10%) and semi-urban (25%) when compared with the actual topography of the 60 

U.S., this further exaggerates mean temperature trends. Montandon et al (2011 ) 61 

documents this large urban bias in station siting on the Global Historical Climate 62 

Network. 63 

These factors, combined with station siting issues, have led to a spurious doubling of U.S. 64 

mean temperature trends in the 30 year data period covered by the study from 1979 - 65 

2008.   66 

Keywords: Surface Temperature, Historical Climate Network, U.S. Temperature Trend 67 

1. Introduction 68 

A number of recent studies have addressed the myriad of factors and biases associated 69 

with temperature surface measurement in the United States. The identified biases include 70 

station moves, changes in instrumentation, localized changes in instrumentation location, 71 

changes in observation practices, and evolution of the local and microsite station 72 

environment over time. Some of the identified changes have been addressed in previous 73 

works such as where land use/cover change are considered (e.g. Asaeda et al.,(1996); 74 

Baker,(1975); Karl and Williams,(1987); Karl et al.,(1988); Karl et al.,(1989); Davey and 75 

Pielke,(2005); Mahmood et al.,(2006, 2010), Pielke et al.,(2007a and 2007b); Yilmaz et 76 
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al.,(2008); Christy et al.(2009). It has been described by these and other studies that 77 

maximum and minimum temperatures measured at the station are affected in different 78 

ways by the changes in the station environment. McNider et al.,(2012) shows that even 79 

slight increases in the vertical mixing near the observing site (such as a local change in 80 

the surface land use) can result in significant changes in the minimum temperature trend. 81 

Such nearby changes in the station environment can create inhomogeneities, which in 82 

turn induce artificial trends or discontinuities in long-term temperature time series and 83 

can result in erroneous characterization of climate variability (Peterson et al., 1998; 84 

Thorne et al., 2005). Thus, even if stations are initially placed at pristine locations, i.e. 85 

“well-sited”, the station environment can change, altering the characteristics of surface 86 

temperature measurements over time. As documented in surveys presented in Watts, 87 

(2009), and also in Fall et al.,(2011), the USHCN has a significant portion of stations 88 

affected by such changes, with approximately 10% of the USHCN remaining classified 89 

as “well-sited” using the Leroy (1999) classification method. 90 

There have also been a number of attempts to address these station inhomogeneities. 91 

These include statistical identification methods for detecting, quantifying, and removing 92 

discontinuities and various non-climatic biases that affect temperature records have been 93 

employed (e.g. Karl et al., 1986; Karl and Williams, 1987; Quayle et al., 1991; Peterson 94 

and Easterling, 1994; Imhoff et al., 1997; Peterson et al., 1998; Hansen et al., 2001; Vose 95 

et al., 2003; Menne and Williams, 2005; Mitchell and Jones, 2005; Brohan et al., 2006; 96 

DeGaetano, 2006; Runnalls and Oke 2006 Reeves et al., 2007; Menne and Williams, 97 
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2009; Muller et al, 2012). in order to obtain homogeneous data and create reliable long-98 

term surface temperature time series. Menne et al. (2009) for the United States Historical 99 

Climatology Network, Version 2 (USHCNv2), rely exclusively on detecting changes 100 

within the unadjusted surface temperature data itself to identify and correct time-varying 101 

non-climatic biases. Because of the unreliability of the archived metadata, some recently 102 

introduced adjustment approaches, such as that described by Menne et al. (2010), are not 103 

fully comprehensive, and are a tradeoff between leaving large undocumented changes 104 

uncorrected and inadvertently altering true local climate signals while also failing to 105 

detect and correct for other inhomogeneities such as changes in the station siting 106 

environment. An example of the incompleteness of their approach is reported, as one 107 

example, in Martinez et al (2012), who reported that 108 

“Significant differences in temperature trends based on the surrounding land use were 109 

found for minimum temperature and temperature range in the 1970–2009 period 110 

indicating that data homogenization of the USHCN temperature data did not fully remove 111 

this influence” 112 

The incompleteness by Menne et al. (2010) in correcting for non-climatic effects and 113 

non-spatially representative trends can explain the divergence in the multi-decadal 114 

temperature trend diagnosed for the surface and the lower troposphere Klotzbach et al. 115 

(2009, 2010) 116 
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Menne et al. (2010) analyzed the 1979-2008 temperature trends of stations grouped into 117 

two categories based on the quality of siting.  They found that a trend bias in non-118 

compliant sites relative to compliant sites is consistent with instrumentation changes that 119 

occurred in the mid- and late 1980s (conversion from Cotton Region Shelter-CRS to 120 

Maximum-Minimum Temperature System-MMTS). The main conclusion of their study 121 

is that there is “no evidence that the CONUS temperature trends are inflated due to poor 122 

station siting”.  123 

In Fall et al. (2011), it was it was demonstrated that station exposure affects USHCNv2 124 

temperatures, in particular the minimum temperatures, but showed little difference in 125 

mean temperature trends. It was noted however, that there was no century scale trend 126 

observed in the diurnal temperature variation. 127 

In Muller et al. (2012), there has been considerable new work done to account for known 128 

inhomogeneities and obtain adjusted surface temperature datasets for climate analysis 129 

using the station siting metadata from Fall et al. (2011). In Muller et al. (2012), a 130 

statistical analysis identified a -0.014 ± 0.028 C per century difference between well sited 131 

and poorly sited weather stations identified in the Fall et al., 2011, metadata set. Muller et 132 

al.,(2012), concluded, “The absence of a statistically significant difference indicates that 133 

these networks of stations can reliably discern temperature trends even when individual 134 

stations have nominally poor quality rankings.”. 135 
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Independent of the recent finding in Muller et al.,(2012), the National Climatic Data 136 

Center (NCDC) has long recognized the need for a climate monitoring network as free as 137 

possible from non-climatic trends and discontinuities and has developed the United States 138 

Climate Reference Network (USCRN) to fill this need. (NOAA/NESDIS Climate 139 

Reference Network-CRN, 2002). Using the method outlined by Leroy,(1999), NOAA 140 

USCRN sites were selected based on the consideration of geographic location factors 141 

including their regional and spatial representivity, the suitability of each site for 142 

measuring long-term climate variability, and the likelihood of preserving the integrity of 143 

the site and its surroundings over a long period. The method adopted from Leroy (1999)  144 

was appropriate in achieving this goal, because it attempts to quantify the impacts of 145 

visible microsite issues for new climatic station sites under consideration for inclusion 146 

into the USCRN. The method from Leroy (1999) relies mainly on one observed value, 147 

distance from visible heat sinks and heat sources to the thermometer instrumentation, to 148 

quantify the station environment as being suitable for deployment of a USCRN climate 149 

monitoring site. Having no other published metric by which to gauge station siting and 150 

create representative metadata, the resultant siting metadata suggested by Leroy (1999)  151 

derived from the Watts (2009) survey, was utilized in Menne et al.,(2010), Fall et al., 152 

(2011), and also Muller et al.,(2012). In all cases, station siting effects on mean 153 

temperature trends were observed to be small. However, this was metadata derived from 154 

the Leroy (1999) siting classification system, which was designed for site pre-selection, 155 

rather than retroactive siting evaluation and classification.   156 
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The improved Leroy (2010) siting classification system, which included a method for 157 

including the surface area of heat sinks and heat sources within the viewshed of 158 

thermometer was endorsed by the World Meteorological Organization Commission for 159 

Instruments and Methods of Observation Fifteenth session (CIMO-XV, 2010), in 160 

September 2010 stating: “The Commission agreed that the publication of the siting 161 

classification as a common WMO-ISO standard would help in assessing and improving 162 

the quality of data originating from WMO-owned, cosponsored and non-WMO observing 163 

networks. The Commission agreed to further develop this classification as a common 164 

WMO-ISO standard.” 165 

Given that the WMO has endorsed the Leroy (2010) classification system in CIMO-XV 166 

(2010) as a WMO-ISO standard, it is suitable for use in re-assessing the station quality 167 

issues reported by Watts (2009)., Menne et al.,(2010), Fall et al.,(2011), and Muller et 168 

al.,(2012). 169 

The new siting classification system proposed in Leroy (2010)  and accepted by CIMO-170 

XV is similar to the Leroy (1999) system, but adds total surface area to the distance 171 

measurement as an additional metric for determining station site representivity for 172 

thermometers. This resulted in a dramatic and statistically significant improvement in the 173 

binning of stations quality ratings as distance alone does not quantify the amount of heat 174 

emitted by a source or sink within the thermometer viewshed. As an example, in Lee 175 

(1995), it was demonstrated that the design of heat sinks for electronics cooling is highly 176 

dependent on the total surface area available to radiate thermal energy away from the 177 
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surface. The greater the surface area of the heat sink, the more efficient it is at 178 

exchanging heat with the fluid medium surrounding it, and in the case of this study, that 179 

is the surface layer atmosphere within the thermometer viewshed. Two physical 180 

processes are involved with heat sinks and sources within the thermometer viewshed; 181 

mass transfer and radiative transfer.  Fourier (1822) described the process of mass 182 

transfer of heat, such as between a surface and a gas. This process has been observed 183 

where wind transport moves heat from nearby artificial surfaces such as asphalt, concrete, 184 

and buildings to nearby thermometers, which is the basis for the distance component of 185 

the Leroy (1999, 2010) rating systems: to allow adequate mixing of the boundary layer 186 

atmosphere, thus minimizing the mass transfer bias before reaching the thermometer.  As 187 

for radiative transfer, Aseada et al. (1996) reported from measurements and analysis: 188 

 “At the maximum, asphalt pavement emitted an additional 150 W m
-2

 in infrared 189 

radiation and 200 W m
-2

 in sensible transport compared to a bare soil surface. Analyses 190 

based on a parallel layers model of the atmosphere indicated that most of the infrared 191 

radiation from the ground was absorbed within 200 m of the lower atmosphere, affecting 192 

air temperature near the ground.” 193 

It follows that the total amount of infrared radiation and sensible heat released by such 194 

artificial surfaces is dependent on the number of square meters of surface area within the 195 

thermometer viewshed, thus making the Leroy (2010) rating system, which combines 196 

surface area and distance to define the station site rating, more valuable at quantifying the 197 
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representivity of the station site for temperature measurements than distance alone as was 198 

done in Leroy (1999)  and the subsequent studies that used that rating system. 199 

Many USHCNv2 stations which were previously rated with the methods employed in 200 

Leroy (1999) were subsequently rated differently when the Leroy (2010) method was 201 

applied in this study. This simple change in the rating system accounts for the majority of 202 

differences in the data and conclusions between this study and Menne et al.,(2010), Fall 203 

et al.,(2011), and Muller et al.,(2012). Effectively, the lack of accounting for the surface 204 

area of heat sinks and sources using Leroy (1999) methods in Menne et al (2009), Fall et 205 

al.,(2010), and Muller et al.,(2012) resulted in binning errors of trends for site 206 

representivity, providing what amounted to a pseudo-randomization of the station data in 207 

the context of heat sinks and sources, rendering the signal for siting issues into the noise 208 

bands of the data. Once the Leroy (2010) site rating system was applied, the binning error 209 

was removed, and the signal demonstrating the differences in station trends between 210 

siting classes became clear. 211 

 212 

2. Data and methods 213 

2.1. USHCNv2 Climate Data 214 

The USHCNv2 monthly temperature data set is described by Menne et al. (2009).  The 215 

raw and unadjusted data provided by NCDC has undergone the standard quality-control 216 
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screening for errors in recording and transcription by NCDC as part of their normal ingest 217 

process but is otherwise unaltered.  The intermediate (TOB) data has been adjusted for 218 

changes in time of observation such that earlier observations are consistent with current 219 

observational practice at each station.  The fully adjusted data has been processed by the 220 

algorithm described by Menne et al. (2009) to remove apparent inhomogeneities where 221 

changes in the daily temperature record at a station differs significantly from neighboring 222 

stations.  Unlike the unadjusted and TOB data, the adjusted data is serially complete, with 223 

missing monthly averages estimated through the use of data from neighboring stations. 224 

The USHCNv2 station temperature data in this study is identical to the data used in Fall 225 

et al. (2011), coming from the same data set.  226 

2.2. Station Site Classification 227 

We make use of the subset of USHCNv2 metadata from stations whose sites have been 228 

classified by Watts (2009), gathered by the volunteers of the surfacestations.org project 229 

using the USCRN site-selection classification scheme for temperature and humidity 230 

measurements (NOAA/NESDIS 2002), and originally developed by Leroy (1999). For 231 

Watts (2009) and Fall et al. (2011), USCHNv2 site surveys were originally performed 232 

between June 2nd, 2007 and Feb 23rd, 2010. For the purpose of this study, the original 233 

site rating metadata from Fall et al (2011), also used in Muller (2012), was supplemented 234 

with further refinements and additional station surveys inclusive from June 15
th

, 2011 to 235 

July 1
st
, 2012, followed by application of the Leroy (2010) site survey rating system to 236 

both old and new surveys (Table 1) including both a distance and an area rating 237 



 

 13 

component.  Any known changes in siting characteristics after that period are ignored. A 238 

total of 1065 USHCNv2 stations were surveyed, comprising 87.4% of the 1218 station 239 

USHCNv2 network. Of those 1065 stations surveyed, 779 were classified per the Leroy 240 

(2010) site survey rating system (Figure 1).  As a rule, LeRoy (2010) is less “strict” than 241 

Leroy (1999). There is a greater number of Class 1, 2, and 3 stations, and fewer Class 4 242 

stations. There are, however, a greater number of Class 5 stations, as well.  243 

In our urban-rural comparisons we use the Urban, Semi-Urban, Rural classifications 244 

provided by NASA. We divide the continental contiguous USA into twenty-six 6-degree 245 

grid boxes so that the gridding process eliminates distribution bias.  246 

Because the great majority of the station surveys occurred prior to creation the of Leroy 247 

(2010) site survey rating system, site surveys previously acquired and used in Fall et al. 248 

(2011) and Muller et al (2012) were retroactively resurveyed, and wherever possible, had 249 

additional land and aerial photography added, so that surface area measurements required 250 

for the Leroy (2010) site survey rating system could be performed. In addition to station 251 

ratings, the survey provided an extensive documentation composed of station 252 

photographs and detailed survey forms. Because some stations used in Fall et al. (2011) 253 

and Muller et al. (2012) suffered from a lack of the necessary supporting photography 254 

and/or measurement required to apply the Leroy (2010) rating system, or had undergone 255 

recent station moves, there is in a smaller set of station rating metadata (779 stations) 256 



 

 14 

than used in Fall et al (2011) and Muller et al. (2012), both of which used the data set 257 

containing 1007 rated stations.  258 

For each site in this study, ground and or aerial photography was obtained, distance 259 

measurements of visible encroachments were made,  and a calculation was done to 260 

determine the percentage of area within the different radii (3m, 5m, 10m, 30m, and 261 

100m) surrounding the thermometer per Leroy (2010), containing heat sinks and/or heat 262 

sources. The distance and area values were applied to the final rating for each station. 263 

Quality control checks were routinely done to ensure that the proper station was 264 

identified, that it matched descriptions in metadata provided by NCDC, that it was 265 

consistent with the latitude and longitude given for the station, and that the equipment 266 

seen in photography and described in survey reports matched the equipment description 267 

aaccording to NCDC metadatabase. Where discrepancy existed, interviews were 268 

conducted with the station curator when possible to resolve such discrepancy and to 269 

ensure the location of the thermometer in some aerial photos that had marginal resolution. 270 

Where such discrepancies could not be resolved, or it was determined from photographs, 271 

metadata, or curator interviews that the station had been closed or moved after 2002, and 272 

prior location could not be established, that station was excluded from consideration and 273 

not included in this study. Since the site metadata is either incomplete or cannot be 274 

verified for those stations that were excluded, it became impossible to bin them into their 275 

siting classes for use in this study. Examples of problems that caused exclusion include 276 

but are not limited to; recent station moves that made a station previously identifiable 277 
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now unidentifiable, obscuration of the thermometer viewshed in aerial photos preventing 278 

a full distance and area measurement are; low resolution aerial photography that made it 279 

impossible to identify the exact location of the thermometer for measurements, no usable 280 

aerial photographic coverage at all, and inability to contact the site curator for verification 281 

of details not clearly visible in aerial and ground photography. 282 

 283 

The best sites (compliant per Leroy, 2010) consist of 160 stations classified as either 284 

Class 1 (48 stations) or Class 2 (112 stations) doubling the number of compliant stations 285 

used in Fall et al. 2011 (80 stations), where the Leroy (1999) site survey rating system 286 

was applied. The worst (non-compliant per Leroy 2010) sites, of Classes 3, (247 stations) 287 

4, (277 stations) and 5 (95 stations), comprise the majority of the USHCNv2 network 288 

with 619 stations at 79.5% (Table 2). The distribution of the best and poorest sites is 289 

displayed in Figure 1. Because Leroy (2010) considers both Class1 and Class 2 sites to be 290 

acceptably representative for temperature measurement, with no associated measurement 291 

bias, these were combined into the single “compliant” group with all others, Class, 292 

3,4,and 5 as the “non-compliant” group.  In contradiction to Leroy (1999) and Leroy 293 

(2010) publicly available review papers for Muller et al. (2012), showed they used 294 

grouping of Classes 1,2,3 as compliant sites, and Classes 4&5 as non-compliant sites. In 295 

addition to the lack of class binning using surface area by applying Leroy (2010)  site 296 
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classifications, this may also have contributed to Muller et al. (2012) finding no 297 

discernible trend differences between station classes. 298 

As in Fall, et al (2011), Menne (2010), and Muller (2012), only the heat source/sink 299 

proximity and area ratings from Leroy 2010 and are do consider ground-level vegetation 300 

or shade. 301 

Shade (a cooling bias) will inevitably affect poorly sited stations more than those that are 302 

well sited: The poorer sited stations are often shaded by nearby structures which result in 303 

their poor rating in the first place. Therefore, if anything, not accounting for shade would 304 

most likely lessen the differences between the better and poorer sites rather than increase 305 

them. Ground vegetation (a warming bias), on the other hand, affects the better sites, 306 

particularly stations located in rural areas, rather than the poorer and urban sites. 307 

Therefore, not accounting for vegetation may well lessen the differences between good 308 

and bad sites rather than increase them. Therefore we can be reasonably certain that 309 

excluding these factors will not bias this study in ways that will exaggerate the 310 

differences between well and poorly sited stations. 311 

In any event, with the resources currently available, we are unable to rate either shade or 312 

ground cover adequately. Perhaps this will be addressed in a future study (including 313 

factors such as terrain and altitude). We can, however, quite accurately determine heat 314 

sink coverage by use of satellite and aerial imagery and in particular, that of Google Earth 315 

aerial photography and its distance measurement tool. 316 
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2.3. Methods of Analysis 317 

The purpose of this study is to determine whether and to what extent regional and 318 

national-scale temperatures and temperature trends estimated from poorly-sited stations 319 

differ from those estimated from well-sited stations, by building on what was learned 320 

from Menne et al. (2010), Fall et al. (2011, and Muller et al. (2012) and by applying the 321 

new Leroy (2010) rating system against the stations surveyed by Watts (2009). The 322 

analysis involves aggregating USHCNv2 monthly station data into regional and national 323 

averages and comparing values obtained from different population groups of stations.   324 

The process is started by computing monthly anomalies relative to a 30-year baseline 325 

period, in this case 1979-2008, to be consistent for comparison with previous works of 326 

Menne et al. (2010), Fall et al. (2011), and Muller et al. (2012). We then average the 327 

monthly anomalies across all stations in a particular Leroy (2010) class or set of classes 328 

within each of the nine NCDC-defined climate regions shown in Figure 2.  In Figure 2, 329 

without separating any classes of stations to provide a baseline for the CONUS, the raw 330 

data average of all rated stations in each region shows a positive trend ranging from 331 

0.173°C/decade in the Northwest region to 0.380 °C/decade in the Southwest region, with 332 

a continental United States (CONUS) gridded value of 0.231°C/decade.  333 

Further investigations include separating stations by classes, and then examining the 334 

effect on the trends of the difference between classes for Tmin, Tmax, and Tmean, 335 

including examinations of rural and urban stations, stations at airports versus the general 336 
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station population, and differences in station equipment. Finally, an overall average value 337 

for the (CONUS) is computed as a gridded, area-weighted mean of the regional averages 338 

for each of the station siting classes and subsets of siting classes, examining rural and 339 

urban, airport and non-airport stations, and equipment differences between stations using 340 

Cotton Region Shelters (CRS) and Maximum-Minimum Temperature System (MMTS) 341 

electronic thermometers. 342 

The multiple regional analyses presented are designed to account for the spatial variations 343 

of the background climate and the variable number of stations within each region, so that 344 

the national analysis is not unduly influenced by data from an unrepresentative but data-345 

rich corner of the United States.  Figure 3 shows station distributions by class in the 346 

CONUS.  347 

Menne et al. (2010) used a gridded analysis approach for the CONUS, as in our study.  348 

However, compared to the Menne et al. (2010) results, as well as the Muller (2012) 349 

results, both of which found very little difference between well sited and poorly sited 350 

stations in the CONUS, our gridded results based on the  Leroy (2010) site ratings yields 351 

national trend values for all well sited (compliant classes 1&2) stations of 0.155°C 352 

/decade trend, while the poorly sited (non-compliant classes 3,4,5) stations show a 353 

0.248°C/decade trend. Even greater and more significant differences are seen in the 354 

regional, environmental, class, and station type specific analyses we completed. 355 
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The results of the analysis suggest that these differences may be due specifically to the 356 

station siting characteristics or be due to other characteristics that covary with station 357 

siting, such as instrument type.  Siting differences directly affect temperature trends if the 358 

poor siting compromises trend measurements or if changes in siting have led to artificial 359 

discontinuities.   In what follows, to the extent that significant differences are found 360 

among classes, the well sited stations will be assumed to have more accurate 361 

measurements of temperature and temperature trends than poorly sited stations. 362 

3. Results 363 

3.1. Regional trend analysis 364 

Figure 4 shows regional decadal trends in the CONUS for 1979-2008 as calculated with 365 

USHCNv2 data from all stations and all classes of stations.  Clear statistically significant 366 

differences between Class 1&2 (compliant) and Class 3,4,5 (non-compliant) stations are 367 

indicated in the bar graphs. Without exception, in each region, compliant stations have a 368 

lower decadal scale trend than non-compliant stations. In the most striking example of 369 

this difference, one region, the SE, a slight negative trend exists for compliant stations of 370 

-0.02°C/decade while non-compliant stations have a positive trend of 0.223°C/decade. 371 

For the entire CONUS, the average of all regions shows the compliant Class 1&2 stations 372 

have a decadal scale trend of 0.155°C/decade  while non-compliant Class 3,4,5 stations 373 

have a 0.248 °C/decade  trend. Fully adjusted USHCNv2 data for the entire CONUS (all 374 

classes of stations) has a 0.309 °C/decade trend. 375 
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When USHCNv2 stations located at airports are considered, such differences between 376 

poor and well sited stations were observed to grow even larger. Figure 5 shows that when 377 

airport stations are excluded for the CONUS analysis, compliant stations have a 378 

0.124°C/decade trend while non-compliant stations are almost double the trend at 379 

0.246°C/decade. The difference in the SE region grew even larger with compliant stations 380 

having a -0.131°C/decade trend while non-compliant stations have a 0.219 °C/decade 381 

trend for a difference of 0.350°C/decade. Again, for all classes of stations, in all nine 382 

regions considered, compliant stations have a lower decadal scale trend than non-383 

compliant stations. Conversely when only USHCNv2 stations sited at airports are 384 

considered these differences are not as strong as seen in Figure 6. Part of the differences 385 

may be attributed to the way equipment is deployed, sited, and maintained at airports. 386 

May airports, due to the weather stations being placed on grassy areas in between 387 

runways, are rated as “compliant” by both Leroy (1999) and Leroy (2010)  rating 388 

systems. However, the data from airport stations is logged with aviation monitoring 389 

systems known as ASOS, from OFCM, (1994), and it has been demonstrated by error 390 

reports, such as in the Senate testimony of Snowe (1998) stating “The ASOS systems in 391 

Maine have been very unreliable, The station in Houlton recorded more than 1400 392 

mistakes in one year” that the ASOS system has significant reporting problems 393 

particularly with the HO-83 hygrothermometer used in the ASOS system. Problems with 394 

temperature biases in the HO-83 hygrothermomter were first reported  in Gall et al. 395 

(1992) in connection with large errors in the Tucson ASOS station. They report that in 396 

Tucson, an all-time maximum temperature record was set of 114°F, along with numerous 397 
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daily records during the time this ASOS station was in use, many of these records having 398 

been set while no other records were broken within 1000 miles of Tucson.  399 

In response to issues raised by Gall et al. (1992), ASOS hygrothermometers were 400 

redesigned.  In Jones and Young, 1995 they reported:  401 

“Examination of differences between the two instruments found that the original version 402 

of the HO-83 read approximately 0.6 deg C warmer than the redesigned instrument. 403 

Significant changes in the differences between the two instruments were noted between 404 

winter and summer. It is suggested that for stations with climatology similar to the ones 405 

used in this study monthly mean temperatures reported by the original version of the HO-406 

83 be adjusted by adding -0.4 deg C to June, July August and Sept observations and by 407 

adding -0.7 deg C for the remainder of the year.” 408 

 409 

Karl et al. (1995) noted issues with the HO-83 hygrothermometer in Chicago in relation 410 

to reporting temperatures during a summer heat wave. In Karl and Knight, (1996) it was 411 

further discussed: 412 

“Karl et al. (1995) show that, on average, the HO-83 increased the maximum 413 

temperature by about 0.5°C relative to the HO-63 instrument and also increased the 414 

minimum but only by 0.1°C. Much larger effects have been noted in Tucson, for example 415 

(Gall et al. 1992), and Jones and Young (1995) also find a consistent positive bias at 416 
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several stations they examined in the southern and central plains. This suggests that the 417 

trends of maximum T in Chicago are biased warm not only due to increased urbanization 418 

but by the introduction of the HO-83 instrument in 1986.” 419 

In the Snowe, 1998 testimony before the Senate, concerns over ASOS station data 420 

reliability were great enough to cause this amendment to be added to the bill being 421 

discussed: 422 

“The administrator of the Federal Aviation Administration shall not terminate human 423 

weather observers for Automated Surface Observation System Stations until (1) The 424 

secretary of transportation determines that the system provides consistent reporting of 425 

changing meteorological conditions and notifies the Congress in writing of that 426 

determination; and (2) 60 days have passed since the report was submitted to the 427 

Congress.” 428 

The issues of reliability, combined with known historical problems with airport ASOS 429 

station instrumentation introducing positive temperature biases into the record, taken 430 

along with our findings that airport stations add a warm bias to our own siting analysis, 431 

suggests that airport weather stations utilizing ASOS may produce artificially high and 432 

uncorrected temperature records, and thus may not be suitable for inclusion into long 433 

term climate data without detailed retroactive examinations of instrument maintenance 434 

and calibration records and corrections applied to the daily data.  435 
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In the data shown in this study, airport stations clearly have a less definitive siting bias 436 

signal. This should not be taken as a suggestion that airport stations have better siting 437 

overall, as Watts 2009 demonstrated that many airport ASOS stations were near runways 438 

and tarmac, but that due to errors and inconsistencies in the ASOS temperature 439 

instrumentation, the temperature data may not accurately reflect the station siting bias 440 

issues due to being swamped by the larger errors of ASOS instrumentation. 441 

Further analysis of the USHCNv2 data, taking into account rural stations, and excluding 442 

airports demonstrates even stronger bias magnitudes between compliant and non-443 

compliant stations. In figure 7, the CONUS Class 1&2 trend for rural stations without 444 

airports is observed to be an even lower value at 0.108°C/decade, with Class 3,4,5 non-445 

compliant stations having more than double that value at  0.228°C/decade. The Class 446 

difference in the SE region is -0.100 for compliant stations, with non-compliant stations 447 

at 0.157°C/decade for a difference of 0.257°C/decade between compliant and non-448 

compliant stations. This is in stark contrast to figure 6, using airport stations only, where 449 

the SE region negative shows a positive trend of 0.181°C/decade. These findings further 450 

suggest that airports are not representative recorders of regional climatic trends. 451 

The regional examination of classes that demonstrate the lowest decadal scale trend of all 452 

subsets, that of rural MMTS stations, excluding airports, reveals some of the most 453 

significant differences in siting biases between compliant and non-compliant stations.  454 
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Figure 8 shows that rural MMTS stations, excluding small rural airports that are 455 

sometimes equipped with MMTS equipment, have the lowest decadal trends of all classes 456 

and subsets of stations. The difference between compliant at -0.207°C/decade and non-457 

compliant stations at 0.113°C/decade, in the SE region grows to 0.310°C/decade, with 458 

two additional regions, ENC and WNC, now showing negative decadal scale trends of -459 

0.125°C/decade and -0.055°C/decade respectively with each showing large differences 460 

with their non-compliant station counterparts. The ENC region now records the largest 461 

regional scale difference between compliant and non-compliant stations in the entire 462 

USHCNv2 dataset at 0.365°C/decade.  463 

The gridded average of all compliant Class 1&2 stations in the CONUS is only slightly 464 

above zero at 0.032°C/decade, while Class 3,4,5 non-compliant stations have a trend 465 

value of 0.212°C/decade, a value nearly seven times larger. NOAA adjusted data, for all 466 

classes of rural non-airport stations has a value of 0.300°C/decade nearly ten times larger 467 

than raw data from the compliant stations. 468 

These large differences demonstrated between regional and CONUS trends accomplished 469 

by removal of airports and choosing the rural subset of stations to remove any potential 470 

urbanization effects suggests that rural MMTS stations not situated at airports may have 471 

the best representivity of all stations in the USHCNv2. 472 

3.2. Temperature bias analysis by site classification and equipment type. 473 
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Significant decadal trend differences were observed between compliant CRS stations and 474 

compliant MMTS stations, with MMTS stations generally being cooler, confirming what 475 

was observed in Menne et al (2010). But, this effect is swamped by the larger effect of 476 

siting bias in the non-compliant stations, particularly in the trends of the Tmin, 477 

suggesting a sensitivity to heat sinks within the thermometer viewshed, which is the basis 478 

of the Leroy classification system. In Watts 2009 it was observed that with the 479 

introduction of the MMTS electronic thermometers in the NOAA COOP network starting 480 

in 1983, difficulties in trenching past obstacles (sidewalks, driveways, roadways, etc.) 481 

due to cabling, placed MMTS thermometers closer to offices and domiciles of the COOP 482 

observers. Our findings confirm this to have a real effect across all classes, with non-483 

compliant MMTS stations having warmer trends. Additionally, it was observed that the 484 

Tmax trends of compliant CRS stations was significantly higher, suggesting that 485 

maintenance issues, such as paint deterioration over time and differences as discussed in 486 

Watts (2009), and seen in figure 9 darkened the wood, and lowered the surface albedo of 487 

the CRS equipped stations, making them more susceptible to solar insolation effects near 488 

the time of Tmax.  489 

3.2.1 Comparison by site classifications 490 

For the CONUS, we compare the average temperature of each Leroy (2010) class with 491 

the average of each of the other classes within each grid. This results in these baseline 492 

comparisons. 493 
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Figure10: Class 4 Comparisons (with each other Class ratings within each grid, then all 494 

results are averaged).  Figure11: Class 3 Comparisons  Figure12: Class 1 & 2 495 

Comparisons. 496 

The results are listed in order of robustness: There are more Class 4 stations than any 497 

other rating, so the Class 4 comparisons are examined first, followed by Class 2, then 498 

Class 1&2 stations. There is insufficient CONUS grid box coverage of Class 5 stations to 499 

use them as a baseline for a gridded comparison. 500 

 501 

In figure 10, the columns represent the following measurements: 502 

Class 1&2 compared with Class 4 within each grid box. The resulting differences for 503 

each Class 1&2 station are then averaged. Class 3 is compared with Class 4,  504 

Class 4 compared with Class 4 (the baseline, so the result will be 0.), Class 5 compared 505 

with Class 4 and all lower classes. 506 

 507 

Note that the well sited stations (Class 1 & 2) show a substantial difference in the Tmean 508 

trend compared with poorly sited stations. As reported in Fall et al. (2010), the difference 509 

is most significant in terms of Tmin. Tmax shows a very similar pattern to Tmin, 510 

although the differences are smaller. 511 

 512 

Note also that while all classes of stations higher than Class 1&2 demonstrate higher 513 

trends than nearby Class 3&4 stations, Class 5 stations appear to be overwhelmed with 514 
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waste heat which appears to be masking the trend. Note also that for Class 5 stations we 515 

observe a reversal of the decadal trend for Tmax and Tmin compared to all other classes 516 

of stations.  We posit that this reflects the thermal latency of nearby heat sinks and 517 

sources for Class 5 stations that are applying a dampening effect on the surface layer 518 

thermometer, limiting its sensitivity to the surface layer atmosphere diurnal range. Such 519 

an effect would be demonstrated by a reversal of trends as heat sinks in the immediate 520 

proximity of Class 5 stations, such as concrete, asphalt, and buildings, dump stored heat 521 

from daytime solar insolation into the nighttime Tmin period, buffering the minimum 522 

temperature. Conversely, during the day, a large area of nearby heat sinks can act as solar 523 

radiation absorbers, buffering the ability of the local surface atmosphere to reach a 524 

representative Tmax compared to nearby stations. The overall result would be higher 525 

absolute temperatures, but, at the same time, lower temperature trends. 526 

 527 

Both of these observations 528 

1.) Poorly sited stations show greater trend results than well sited stations. 529 

2.) Class 5 stations show smaller increases in trend results, which effect is possibly 530 

due to overwhelming by waste heat. 531 

Will be either supported or disputed by the many various comparisons which follow.  532 

In Figure 11, gridded with a Class 3 baseline, we see the same pattern as in Figure 10 533 

observing that Tmean trend is indisputably higher for well sited stations than for poorly 534 

sited stations. Tmin shows the greatest differences between station classes, while Tmax 535 

shows the smallest. 536 
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 537 

In figure12, Class 1 & 2 gridded comparisons, we observe that all remaining non-538 

compliant classes of stations, and the non-compliant grouped class3\4\5 have higher 539 

decadal trends than the compliant stations of Class 1&2. As in figures 10 and 11, Tmin 540 

shows the greatest differences between station classes, while Tmax shows the smallest. 541 

 542 

 543 

3.2.2 Equipment Comparisons 544 

 545 

We next examine whether these differences are an artifact of equipment or whether they 546 

hold true for both MMTS and CRS stations. 547 

 548 

The USHCNv2 ground level photographic survey of Watts (2009), plus subsequent re-549 

surveys and new station surveys for the purpose of this study reveal that the great 550 

majority of USHCNv2 stations consists of either CRS or MMTS equipped stations. There 551 

is a smaller number of  airport based ASOS/AWOS stations and a very small population 552 

of non-standard equipment, such as consumer grade weather stations approved for use at 553 

a private station by the local National Weather Service Office COOP manager. The 554 

population of USHCN stations equipped with consumer grade instrumentation is too 555 

small to provide a statistically meaningful comparison and is ignored for the purposes of 556 

this study. 557 

 558 
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For purposes of evaluation in this study, we are classifying as MMTS any station which 559 

converted to MMTS prior to 1995, (and/or has been MMTS for a plurality of the study 560 

period), and the same applies for ASOS/AWOS. We classify as CRS any station which 561 

converted to MMTS (or other non-CRS equipment) in 1995 or later. 562 

 563 

Comparing equipment alone, we observe in figure 13 that  ASOS stations equipped with 564 

electronic hygrothermometers, such as the problematic HO-83, have the highest raw 565 

(ungridded) Tmean trends at 0.277 °C/decade, followed by CRS equipped stations  at 566 

0.265 °C/decade, and  MMTS equipped stations at 0.192 °C/Decade. MMTS equipped 567 

stations are observed to have significantly lower Tmean trends than the two other 568 

equipment types. 569 

 570 

This is of particular importance, considering that ASOS/AWOS systems are by far the 571 

better sited systems. 57% of rated ASOS/AWOS systems are Class 1\2, as opposed to 572 

23% of CRS stations and a mere 14% of MMTS. 573 

 574 

In order to demonstrate that these differences are a result of equipment bias and not 575 

actually a sign that poorly sited stations tend to show a smaller Tmean warming trend, we 576 

examine Class 1&2, plus Class 3, 4, and 5 stations for MMTS and CRS equipped 577 

stations. There is not a significant enough population of ASOS equipped USHCN stations 578 

for a statistically significant gridded comparison and that comparison is not done for that 579 

reason. 580 
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 581 

The following set of figures shows the gridded comparisons of each, calculated using the 582 

same method as for figures 10 through 12. 583 

 584 

In figures 14 and 15 above, showing gridded comparison of CRS and MMTS equipped 585 

stations, respectively, we observe the same basic Tmean pattern for both sets of 586 

equipment. The only difference is that Class 5 CRS stations have a lower comparative 587 

difference than do Class 5 MMTS stations. In the case of both MMTS and CRS, well 588 

sited (Class 1&2) stations show a significantly smaller trend compared with poorly sited 589 

(Class 3,4,5) stations. Furthermore, in the case of MMTS stations (the most prevalent 590 

station type), the difference is about twice as great as for the CRS stations. 591 

 592 

Another question that arises is whether microsite differences are masked by mesosite 593 

considerations of rural vs. urban environment.  594 

 595 

To examine this question, we first look at overall mesosite trends for all stations, and then 596 

for Class 1&2, Class 3, Class 4, and Class 5 stations. For purposes of mesosite 597 

classification, we use the terms provided by NASA Goddard Institute for Space Studies 598 

for their GISTEMP database: Urban, Semi-Urban, Rural. Shown in Figure 16 is a six 599 

panel comparison showing comparisons for Urban, Semi-Urban, Rural stations with raw 600 

and adjusted data for all stations, raw and adjusted data for Class 1&2 stations, raw and 601 
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adjusted data for Class 3,4,5 stations, raw and adjusted data for Class 3 stations, raw and 602 

adjusted data for Class 4 stations, and raw and adjusted data for Class 5 stations.  603 

 604 

We observe that for the Tmin value identified in Fall et al. (2011) as being the most 605 

affected by siting issues, significant differences exist in Tmin raw data between urban 606 

and rural compliant Class 1&2 stations and between urban and rural non-compliant Class 607 

3,4,5 stations. Rural Class 1&2 stations have a Tmin raw trend of 0.127°C/decade while 608 

urban stations have a Tmin raw trend of 0.278°C/decade.  Rural Class 3,4,5 stations have 609 

a Tmin raw trend of 0.278°C/decade, while urban Class 3,4,5 stations have a Tmin raw 610 

trend of 0.420°C/decade, the highest in the dataset.  This suggests that no matter what the 611 

microsite level issues of siting, urban sited stations are proportionately more affected in 612 

the Tmin by the mesoscale heat sinks and sources that make up urbanity. When looking 613 

at the Tmin USHCNv2 adjusted  data for rural stations, we observe that it is adjusted 614 

higher in value, from 0.127°C/decade to 0.249°C/decade, effectively doubling the trend, 615 

and with that adjustment very nearly matches the rural Class 3,4,5 Tmin adjusted value of 616 

0.265°C/decade. This suggests that USHCNv2 data homogenization methods are 617 

erroneously adjusting pristine Tmin data from rural Class 1&2 stations to be similar to 618 

that of rural Class 3,4,5 stations, effectively eliminating the preferred station 619 

representivity defined by Leroy (2010) . 620 

 621 
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In order to demonstrate that microsite considerations prevail, regardless of mesosite 622 

condition, we examine Class 1&2, Class 3, Class 4, and Class 5 averages (ungridded) for 623 

Rural, Semi-urban, and Urban environments in figure 17 624 

 625 

 626 

This confirms that the microsite conditions we are seeing remain consistent in Rural and 627 

Semi-urban settings. In urban settings (10% of all stations), the differences are somewhat 628 

masked, especially in the case of Class 5 stations.  629 

 630 

This is consistent with the hypothesis that artificially heated areas tend to overwhelm 631 

microsite considerations after a certain point. Note that urban Class 5 stations have the 632 

lowest trend, and that rural Class 4 stations have a lower trend than urban Class 4 stations 633 

as they are beginning to be overwhelmed by heat sink/source effects as well. This is 634 

further supported by the observation that the behavior of Class 5 stations in non-urban 635 

settings parallels the behavior of Class 4 stations in urban settings.  636 

 637 

 638 

3.2.3 Discussion of Adjustments 639 

Finally, just to confirm our overall findings, we present in figure 18 the USHCNv2 raw 640 

and adjusted gridded average for all stations. We do this by simply averaging each Class 641 

of station within each of our 26 grid boxes seen in figure 19 and then we average all the 642 
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boxes for each Class of station. This removes the distribution bias, and is standard 643 

procedure for calculating temperature trends. 644 

 645 

For all stations, Tmean trends are adjusted upwards from 0.23 °C per decade to 0.31°C 646 

per decade, an increase of 35%. 647 

 648 

One will note that the adjusted Tmean trends “correct” the inequities caused by microsite 649 

quality – not by adjusting the poorly sited station trends down, to match the well sited 650 

stations, but by adjusting the well sited station trends upward by 92% to match the poorly 651 

sited stations. The poorly sited stations are adjusted warmer by 23%, as well. 652 

 653 

After these adjustments, Tmean trends from poorly and well sited stations match almost 654 

exactly. This suggests that much of the representivity for well sited stations defined by 655 

Leroy (2010)  are being discarded in adjustment processes. 656 

 657 

In figure 20, the differences in regional and gridded CONUS decadal scale trends 658 

between all compliant, all non-compliant, and final NOAA USHCNv2 adjusted data for 659 

the CONUS are illustrated. The compliant thermometers (Class 1&2) have a trend value 660 

of 0.155°C/decade, the non-compliant thermometers (Class 3,4,5) have a trend value of   661 

0.248°C/decade, and the NOAA final adjusted USHCNv2 data have a trend value of 662 

0.309°C/decade, nearly double that of all compliant thermometers in the CONUS. 663 
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This disparity suggests that a combination of siting issues and adjustments are creating a 664 

spurious doubling of the U.S. surface temperature record for the 30 year period of this 665 

study. When rural, non-airport stations are considered, the CONUS trend is almost one 666 

third that of the NOAA adjusted record. 667 

 668 

3.2.4 Statistical Significance Testing 669 

In order to separately assess the effects of ratings, urbanization, equipment, max-min and 670 

region, a random effects model was constructed using the R-package lme4 by Pinheiro et 671 

al., (2012) as follows: 672 

(1) trend~(1|ratings)+(1|Type)+(1|equipment)+(1|max)+(1|Grid) 673 

where ratings is a factor with two classes: “compliant”= Class 1-2 and “non-compliant”= 674 

Class 3-5; Type is a factor for urbanization with three classes: R(ural); S(mall); U(rban); 675 

equipment is a factor with three classes: MMTS, CRS, and ASOS, max is a factor with 676 

three classes: max, min, mean; and Grid is a factor with 26 classes each representing a 677 

geographic region. 678 

 679 

The base model considered the network of 779 stations with valid metadata (as defined 680 

above), less  four stations with “other” equipment, reducing the base network slightly to 681 

775 stations. Trends were calculated using “raw” USHCN v2 data.  682 



 

 35 

The base model was compared to random effects models leaving each random effect out 683 

one by one using an anova test. Each random effect was highly significant as summarized 684 

in table 3. 685 

The difference between trends for “compliant” and “non-compliant” stations was 686 

0.105°C/decade; between rural and urban stations was 0.066°C/decade; between min and 687 

max measurements was 0.090°C/decade (max has lower trend) and between non-MMTS 688 

and MMTS approximately 0.06°C/decade (MMTS cooler), as shown in the figure 21 689 

When a similar analysis was carried out on USHCN v2 adjusted data, the random effects 690 

for rating urbanization and equipment were completely eliminated; none were statistically 691 

significant, as seen in Figure 22. The sign of the max-min random effects was reversed.  692 

The fixed effect for adjusted data was 0.31°C/decade (as compared to 0.25°C/decade for 693 

raw data.) 694 

 695 

Our interpretation of these results is that the USCHNv2 adjustment method from Menne 696 

et al (2009) is over-homogenizing the data and, in the process, removing statistically 697 

significant and important information.  Because of the interaction between max-min, 698 

urbanization and rating, the following variation of the above was used to illustrate the 699 

interaction (see Figure 23): 700 

 701 
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(1) trend~(1|max:ratings:Type)+(1|equipment)+(1|Grid) 702 

 703 

The left panel shows trends for Class 1-2 (“compliant”) stations by urbanization class for 704 

trends for max, min and mean temperatures. The right panel shows the same information 705 

for Class 3-5 (non-compliant) stations. The trends for maximum and minimum 706 

temperatures for compliant stations are virtually identical for each of the three 707 

urbanization classes, with a difference of about 0.092°C/decade between rural and urban 708 

stations.  In contrast, non-compliant stations show a dramatic difference between trends 709 

of maximum and minimum temperatures of approximately 0.14°C/decade, in accordance 710 

with previous observations. 711 

 712 

3.2.5 Reconciliation to NOAA and NASA GISS 713 

The trend (mean temperatures) for “compliant” rural stations is 0.16°C/decade, 714 

substantially less than corresponding trends for the corresponding periods for the 715 

continental U.S. as calculated by NOAA (0.31°C/decade) and by GISS (0.31°C/decade).   716 

These values are identical to the fixed effect using adjusted USHCN data, also 717 

0.31°C/decade as noted above.  Both NOAA and GISS indices use adjusted USHCN data 718 

in their calculations.  Both NOAA and GISS estimates more or less correspond to trends 719 

from non-compliant stations. Berkeley (BEST), Muller et al. (2012) adjustment 720 
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methodology is substantially similar to USHCN adjustment methodology and 721 

accordingly yields almost identical results to NOAA. 722 

 723 

GISS formerly (prior to the present version) ran noticeably cooler in the continental U.S. 724 

than NOAA (or CRU). This was because their prior methodology did not use USHCN 725 

adjusted data; GISS instead established trends from a network of “rural” stations (as 726 

defined by nightlights) using less processed USHCN data.  This method (as noted in 727 

online discussions at the time) yielded trends more similar to that from “compliant” 728 

stations in the surface stations study.  GISS’ adoption of USHCN adjusted data therefore 729 

appears to be a retrogression in their analysis. 730 

 731 

Within “compliant” stations, the effect of urbanization is as expected and ranges from 732 

0.11 to 0.14°C/decade.  Similarly, the effect of ratings on rural stations is directionally as 733 

expected at the outset of the surface stations project but with a marked interaction with 734 

max-min: the effect of ratings is much stronger with minimum temperatures 735 

(0.15°C/decade) than for maximum temperatures (only 0.03°C/decade), in line with the 736 

emphasis of Christy et al (2008) on maximum temperatures as an indicator.   737 

 738 



 

 38 

By way of comparison, the University of Alabama Huntsville (UAH) Lower Troposphere 739 

CONUS trend over this period is 0.25°C/decade and Remote Sensing Systems (RSS) has 740 

0.23°C/decade, the average being 0.24°C/decade. This provides an upper bound for the 741 

surface temperature since the upper air is supposed to have larger trends than the surface 742 

(e.g. see Klotzbach et al (2011). Therefore, the surface temperatures should display some 743 

fraction of that 0.24°C/decade trend. Depending on the amplification factor used, which 744 

for some models ranges from 1.1 to 1.4, the surface trend would calculate to be in the 745 

range of 0.17 to 0.22, which is close to the 0.155°C/decade trend seen in the compliant 746 

Class 1&2 stations. 747 

4. Discussion and Conclusions 748 

The analysis demonstrates clearly that siting quality matters. Well sited stations 749 

consistently show a significantly cooler trend than poorly sited stations, no matter which 750 

class of station is used for a baseline, and also when using no baseline at all. 751 

Statistically significant differences between compliant and non-compliant stations exist, 752 

as well as urban and rural stations. We have demonstrated evidence that USCHNv2 753 

adjustments are over-homogenizing the data and, in the process, removing statistically 754 

significant and important information.   755 

It is demonstrated that stations with poor microsite (Class 3, 4, 5) ratings have 756 

significantly higher warming trends than well sited stations (Class 1, 2): This is true for, 757 
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in all nine geographical areas of all five data samples. The odds of this result having 758 

occurred randomly are quite small. 759 

It is demonstrated that stations with poor mesosite (airports and urbanized areas) show an 760 

increase in temperature trends of both well and poorly microsited stations, alike. Over a 761 

third of all stations are located in a poor mesosite environment. This is extremely 762 

unrepresentative of the topography the stations purport to represent.  Poor mesosite has 763 

its greatest effect on Class 1, 2 stations (over 40% spurious exaggeration of trend), as so 764 

many of them are located in airports. 765 

 766 

Well sited stations, using a localized Class 4 (the most common class) baseline show a 767 

trend of 0.09°C per decade lower than poorly sited stations for raw Tmean trends. The 768 

Raw Tmean trend for well sited stations is 0.14°C per decade lower than adjusted Tmean 769 

trend for poorly sited stations. 770 

Not only does the NOAA USCHNv2 adjustment process fail to adjust poorly sited 771 

stations downward to match the well sited stations, but actually adjusts the well sited 772 

stations upwards to match the poorly sited stations.   773 

In addition to this, it is demonstrated that urban sites warm more rapidly than semi-urban 774 

sites, which in turn warm more rapidly than rural sites. Since a disproportionate 775 
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percentage of stations are urban (10%) and semi-urban (25%) when compared with the 776 

actual topography of the U.S., this further exaggerates Tmean trends. 777 

NOAA adjustments procedure fails to address these issues. Instead, poorly sited station 778 

trends are adjusted sharply upward (not downward), and well sited stations are adjusted 779 

upward to match the already-adjusted poor stations. Well sited rural stations show a 780 

warming nearly three times greater after NOAA adjustment is applied. We have shown 781 

that the site-classification value is a clear factor in the calculation of the trend magnitude. 782 

We are investigating other factors such as Time-Of-Observation changes which for the 783 

adjusted USHCNv2 is the dominant adjustment factor during 1979-2008. 784 

Future investigations could test to see if the siting issue is broader. Given that USHCN 785 

stations overlap and are a part of the GHCN, the siting issue should be examined for all 786 

of the GHCN and BEST sites used in Muller (2012).  787 

Class 5 sites, even more so than Class 3 and 4, have a multitude of major non-climatic 788 

effects and local microclimate which result making it difficult, if not impossible, to 789 

explain the behavior of its trend signal. This includes shading from buildings and trees, 790 

cooling of dry bulb temperatures by evaporation from grasses around the site in otherwise 791 

dry vegetation areas, their location on roof tops with more wind ventilation, etc. There is 792 

also the likelihood of more evaporation of water vapor into the air such as from water 793 

treatment plants and non-representative nearby vegetation such as lawns and shrubs.  794 
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  795 

In future analyses, the assessment of moist enthalpy trends could provide more insight. 796 

As shown in Pielke et al (2004), Davey et al (2006), Fall et al (2010), and Peterson et al 797 

(2011) concurrent long term trends in the absolute humidity of the surface air make the 798 

interpretation of the dry bulb temperature trend more difficult. However, it is the 799 

combined effect of dry bulb temperature and absolute humidity that are the true measure 800 

of heating and cooling. 801 

  802 

As shown in  Figure 11 in Pielke et al (2007), for example,  the hottest time of the day in 803 

the dry bulb temperature is not the hottest in the physics unit of heat (i.e. Joules per kg of 804 

air). It could be that in the urban area the added water vapor from those sites could be 805 

resulting in really warm conditions in terms of Joules per kg, but the dry bulb temperature 806 

is suppressed. This certainly could be true around sites at water treatment plants, of which 807 

a significant population exists in the USHCN. 808 

There is the further issue of equipment inhomogeneity. Modern MMTS sensors show a 809 

significantly lower warming trend than the obsolete CRS shelters. Yet rather than 810 

lowering the trends of CRS stations, the trends of MMTS stations are sharply adjusted 811 

upwards. It is difficult, however, to be certain of the true effect thanks to the relatively 812 

small number of Class 1,2, rural, non-airport stations. 813 
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Taken in toto, these factors identified in this study have led to a spurious doubling of U.S. 814 

Tmean trends from 1979 - 2008. 815 

 816 
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